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(57) ABSTRACT

Disclosed are a method and an apparatus for generating meta-
data of immersive media and disclosed also are an apparatus
and a method for transmitting metadata related information.
The apparatus includes: at least one of a camera module
photographing or capturing the image; a gyro module sensing
horizontality; a global positioning sensor (GPS) module cal-
culating a position by receiving a satellite signal; and an audio
module recording audio; and a network module receiving
sensor effect information from a sensor aggregator through a
wireless communication network; and an application gener-
ating metadata by performing timer-synchronization of an
image photographed based on the camera module, a sensor
effect collected by using the gyro module or the GPS module,
or audio collected based on the audio module.

17 Claims, 3 Drawing Sheets
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METHOD AND APPARATUS FOR
GENERATING METADATA OF IMMERSIVE
MEDIA

This application claims the benefit of priority of Korean
Patent Application No. 10-2012-0133511 filed on Nov. 23,
2012, which is incorporated by reference in its entirety
herein.

BACKGROUND OF THE INVENTION

1. Field of the Invention

The present invention relates to an immersive image or
immersive media, and more particularly, to a method and an
apparatus for generating immersive media in link with a smart
phone and a sensor aggregator.

2. Discussion of the Related Art

There is a method for producing 4D media for 4D rider
media or a 4D cinema by providing a 3D effect after produc-
ing a general 2D image or adding an immersive effect to 3D
media generated through a 3D camera. There is a method for
making a user feel reality by controlling a device (e.g., a
chair) or controlling other 4D effects by adding a 4D effect for
each element based on a 2D image or 3D media.

Media and control devices are non-standardized, and as a
result, it is difficult to interexchange media. A new immersive
effect should be produced so that it is operated in a new rider
device. To this end, an MPEG-V standard is established in
ISO.

The MPEG-V (Media Context and Control standards)
standard is a standard established in the Moving Picture
Experts Group (MPEG) which is a representative interna-
tional standardized organization for multimedia contents and
MPEG defines an interface specification for communications
between virtual worlds and between the virtual world and a
real world through an MPEG-V project (ISO/IEC 23005).
Objects which are being subjected to standardization handle
various ranges such as from a description method of immer-
sive effects such as wind, temperature, vibration, and the like
to a description method of avatars and virtual objects, a con-
trol command description method for linking a virtual world
and a device, and the like. The MPEG-V standard is generally
divided into seven parts to be in progress.

Part 1 handles discloses an outline and an architecture for
the overall MPEG-V system, Part 2 defines a description
method of device performance information for assuring inter-
compatibility and user preference information for controlling
a user customized device in controlling the device, Part 3
defines immersive effects which are expressible in the virtual
world or the real world, Part 4 defines standardized types for
avatars or virtual objects, Part 5 defines formats for control
signals and sensor information for linking the virtual world
and the device, Part 6 defines data types which can be com-
monly used in all parts of the MPEG-V, and Part 7 provides
reference software.

In particular, a system function in which the real world and
the virtual world can communicate with each other through
intelligent sensors such as an eye tracking sensor, a coordi-
nate measurement sensor, a multi-pointing sensor, and the
like and user information description and management meth-
ods required to provide a social network service (SNS) are
issue technologies being discussed.

In particular, the coordinate measurement sensor means all
devices that enable position measurement, and a position to
be measured may also be an absolute position or a relative
position. The coordinate measurement sensor represents a
GPS, a GSM based triangulation sensor, a Wi-Fi based trian-
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2

gulation sensor, a non-contact position sensor, or the like and
if positional information of a standard specification acquired
from the sensor and a record of a specific time are linked with
each other, an application such as tracking an accident posi-
tion for various vehicles becomes available.

Further, there is a user information description method for
providing the social network service using a smart phone, and
the like. As interest in a virtual space is rising and related
services are increasing, the avatar of the virtual world may not
be a virtual character but a very suitable element as a means
for the social network service as the user’s second self reflect-
ing the user’s personal profile of the real world. The avatar
reflects the user’s profile and can communicate with another
avatar or another object in the virtual space through described
profile information.

In the MPEG-V standard, it is up to a producer for each
company to establish a standard for an immersive effect
added to an image and add or change the established standard.
The company is equipped with a production tool capable of
producing 4D media or a demonstration system capable of
demonstrating the 4D media.

The production tool developed by each company provides
a function to add, modify, or change the immersive effect to
2D media or 3D media. A process of producing immersive
media by using the production tool is a repeated work which
is continued whenever changing the media and a work requir-
ing a lot of time and efforts.

Meanwhile, the smart phone is widely used by general
users as an image aggregator and a lot of media using the
smart phone are also produced on trial. However, there is a
limit in producing 4D media as media photographed by the
smart phone.

SUMMARY OF THE INVENTION

An object of the present invention is to provide a method
and an apparatus for generating immersive media.

Further, another object of the present invention is to pro-
duce immersive media by adding an immersive effect to an
image photographed by a smart phone.

Moreover, yet another object of the present invention is to
provide a method for linking a smart phone and a sensor
device capable of recording metadata for immersive media.

Inaddition, still another object of the present invention is to
easily produce an image photographed by a smart phone as
metadata.

Besides, still yet another object of the present invention is
to produce or interexchange 4D media by using produced
metadata in various production tools or reproduction systems.

In accordance with an embodiment of the present inven-
tion, a terminal device generating metadata of an image,
includes: at least one of a camera module photographing or
capturing the image; a gyro module sensing horizontality; a
global positioning sensor (GPS) module calculating a posi-
tion by receiving a satellite signal; and an audio module
recording audio, and a network module receiving sensor
effect information from a sensor aggregator through a wire-
less communication network; and an application generating
metadata by performing timer-synchronization of an image
photographed based on the camera module, a sensor effect
collected by using the gyro module or the GPS module, or
audio collected based on the audio module.

The application may record the metadata in a file and close
the media file in which the metadata is being recorded when
receiving an end event.
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If the media file is a file recorded based on Moving Picture
Experts Group4 (MPEG4), when the media file is closed, the
metadata may be used as a track of the media file.

When the application receives an AV event meaning
recording of audio video (AV) data, the photographed image
and the collected audio are combined to be recorded in an AV
media file.

The AV media file is recorded as a name of a date-time-
sequence number format, and if there is no AV media file
which was prepared previously, the AV media file is newly
generated or if the AV media file which is opened in advance,
a content may be recorded to be added.

The application may allow the metadata to further include
the sensor effect information received through the network
module when receiving a sensor event meaning receiving of
sensor data.

The application may allow the metadata to further include
the sensor effect collected from the gyro module or the GPS
module when receiving a local sensor event meaning collect-
ing of the sensor effect in the terminal device.

The application may perform connection setting with the
sensor aggregator based on an Internet protocol (IP) address
of the sensor aggregator.

The application may perform the timer synchronization by
transmitting a timer synchronization message to the sensor
aggregator through the network module.

In accordance with another embodiment of the present
invention, a method for generating metadata of an image in a
terminal device includes receiving sensor effect information
from a sensor aggregator through a wireless communication
network; generating the metadata by timer-synchronizing an
image photographed based on a camera module, a sensor
effect collected by using a gyro module or a GPS module, or
audio recorded based on an audio module, and when an end
event is received, the metadata is recorded as a media file and
the recording media file is closed, when an AV event meaning
recording of audio video (AV) data is received, the photo-
graphed image and the recorded audio are combined to be
recorded in the media file, when a sensor event meaning
receiving of sensor data is received, the metadata further
includes the sensor effect information received through the
network module, and when a local sensor event meaning
collecting of a sensor effect is received by the terminal device,
the metadata may further include the sensor effect collected
by the gyro module or the GPS module.

In accordance with yet another embodiment of the present
invention, a sensor aggregator transmitting information for
generating metadata of an image includes at least one of a
CO, sensor, a light sensor generating an illumination effect
through the brightness of light, a humidity sensor generating
a waterjet effect by detecting humidity, a temperature sensor
generating a thermal effect by measuring a temperature, and
a wind sensor generating a wind effect by measuring a wind
strength; a sensor aggregating unit aggregating or analyzing
information collected through at least one of the CO, sensor,
the light sensor, the humidity sensor, the temperature sensor,
and the wind sensor; and a network module transmitting the
sensor effect information to a terminal device through a wire-
less communication network.

In accordance with still another embodiment of the present
invention, a method for transmitting information related to
metadata in a sensor aggregator includes the steps of collect-
ing a sensor effect from a CO, sensor detecting CO, gas, a
light sensor generating an illumination effect by adjusting the
brightness of light, a humidity sensor generating a waterjet
effect by detecting humidity, a temperature sensor generating
athermal effect by measuring a temperature, or a wind sensor
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generating an wind effect by measuring a wind strength;
generating sensor effect information by aggregating or ana-
lyzing the collected sensor effect; and transmitting the sensor
effect information to a terminal device through a wireless
communication network.

According to the present invention, devices such as a cam-
era, an audio, a GPS, a gyro, and the like which are possessed
by a smart phone or a sensor aggregator and MPEG-V immer-
sive effect media can be linked with each other, and media or
metadata including an immersive effect of the MPEG-V can
be generated.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is a block diagram illustrating one example of an
apparatus for generating immersive media according to an
embodiment of the present invention.

FIG. 2 is a flowchart illustrating one example of an opera-
tion of a sensor aggregator.

FIG. 3 is a flowchart illustrating one example of an opera-
tion of a smart phone.

DETAILED DESCRIPTION OF THE
EMBODIMENTS

Hereinafter, embodiments of the present invention are
described in detail with reference to the accompanying draw-
ings. In describing the embodiments of the present invention,
a detailed description of related known elements or functions
will be omitted if it is deemed to make the gist of the present
invention unnecessarily vague.

In this specification, when it is said that one element is
‘connected’ or ‘coupled’ with the other element, it may mean
that the one element may be directly connected or coupled
with the other element and a third element may be ‘con-
nected’ or ‘coupled’ between the two elements. Furthermore,
in this specification, when it is said that a specific element is
‘included’, it may mean that elements other than the specific
element are not excluded and that additional elements may be
included in the embodiments of the present invention or the
scope of the technical spirit of the present invention.

Terms, such as the first and the second, may be used to
describe various elements, but the elements are not restricted
by the terms. The terms are used to only distinguish one
element from the other element. For example, a first element
may be named a second element without departing from the
scope of the present invention. Likewise, a second element
may be named a first element.

Hereinafter, embodiments of the present invention will be
described in detail with reference to the accompanying draw-
ings such that those skilled in the art can easily implement the
embodiments. However, the present invention may be imple-
mented in various different forms and hereinafter, the present
invention is not limited to embodiments described below.
Further, elements which are not associated with the present
invention are omitted in order to clearly describe the present
invention and in the drawings, the same reference numerals
refer to the same elements.

Objects and effects of the present invention may be natu-
rally appreciated or more apparent and the objects and effects
of'the present invention are not limited by only the following
description.

The objects, features, and advantages of the present inven-
tion will be more apparent through a detailed description
below. Further, it is judged that a detailed description of a
known art associated with the present invention may make the
gist of the present invention be obscure, the detailed descrip-
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tion thereof will be omitted. Hereinafter, embodiments of the
present invention will be described in detail with reference to
the accompanying drawings.

FIG. 1 is a block diagram illustrating one example of an
apparatus for generating immersive media according to an
embodiment of the present invention.

Referring to FIG. 1, a smart phone 100 and a sensor aggre-
gator 500 may be linked with each other through a wireless
network 300. Herein, the smart phone is one example and the
present invention may be applied to all terminal devices that
perform wireless communication and generate or store meta-
data. For convenience, the terminal device will be hereinafter
referred to as the smart phone.

The smart phone 100 may include a camera module 110
photographing an image, a gyro module 120 sensing horizon-
tality, a global positioning sensor (GPS) module 130 calcu-
lating a position by receiving a satellite signal, or an audio
module 140 recording audio. A user may produce personal
media such as a user created content, and the like by using the
camera module 110, the gyro module 120, the GPS module
130, or the audio module 140.

Further, the smart phone 100 may include an MPEG-V
application 150 that generates metadata (alternatively,
referred to as “MPEG-V immersive effect metadata™) accord-
ing to timer synchronization (alternatively, referred to as
“through timer synchronization™) by using the image photo-
graphed based on the camera module 110, a sensor effect
(alternatively, “sensor effect information™) collected by using
the gyro module 120 or the GPS module 130, and the audio
recorded based on the audio module 140. Although expressed
as the MPEG-V application, a scope of the present invention
is not limited to MPEG-V data and all devices that generate
metadata of an immersive image may operate according to the
present invention.

Further, the smart phone 100 may include a network mod-
ule 160 that performs wireless communication with the sen-
sor aggregator 500.

The user may utilize the sensor aggregator 500 that gener-
ates MPEG-V immersive effect metadata in order to express
an immersive effect independently of the sensor device in the
smart phone, such as the gyro module 120 or the GPS module
130. This device may be called a sensor collector.

As one example, the sensor collector 500 may include at
least one of a CO, sensor 510 detecting CO, gas, a light sensor
520 generating an illumination effect through the brightness
oflight, a humidity sensor 530 generating a waterjet effect by
detecting humidity, a temperature sensor 540 generating a
thermal effect by measuring a temperature, and a wind sensor
550 generating a wind effect by measuring a wind strength.

Further, the sensor aggregator 500 may further include a
sensor aggregating unit 560 that aggregates or analyzes infor-
mation collected through at least one of the CO, sensor 510,
the light sensor 520, the humidity sensor 530, the temperature
sensor 540, and the wind sensor 550.

In addition, the sensor aggregator 500 may include a net-
work module 570 that performs wireless communication with
the smart phone 570.

The network module 160 of the smart phone 100 and the
network module 570 of the sensor aggregator 500 may be
linked with each other through the wireless communication
network 300 such as WiFi, 3G, or LTE (long term evolution).
Therefore, the MPEG-V application of 150 of the smart
phone 100 and the sensor aggregating unit 560 of the sensor
aggregator 500 may be linked with each other.

FIG. 2 is a flowchart illustrating one example of an opera-
tion of the sensor aggregator.
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Referring to FIG. 2, the sensor aggregating unit 560 ini-
tializes the network module 570 and initializes the sensors
510, 520, 530, 540, and 550 (S200).

In a basic operation state, the sensor aggregator 500 per-
forms a stand-by operation in order to receive various events
(S205). The sensor aggregator 500 operates as in S210 to
S260 below when receiving (alternatively, being input with)
an end event, a connection request event, a connection close
event, or a sensor event from the user, from the smart phone,
or from a predetermined input device while performing the
stand-by operation.

The sensor aggregator 500 determines whether to receive
the end event meaning the end of the device during the stand-
by operation (S210) and closes all of the sensor devices 510,
520, 530, 540, and 550 and closes the network module 570
when receiving the end event (S215). Subsequently, the sen-
sor aggregator 500 may end an application program.

When the sensor aggregator 500 receives the connection
request event (alternatively, connection set request event) of
the smart phone 100 during the stand-by operation (S220), the
sensor aggregator 500 sets connection with the smart phone
100 and registers an Internet Protocol (IP) address of the
smart phone 100 in a connection-set list (S225), and performs
timer synchronization with the smart phone 100 (S230). The
sensor aggregator 500 may perform time setting based on a
time transmitted from the smart phone 100. The sensor aggre-
gator 500 that completes the timer synchronization performs
the stand-by operation (S205). The sensor aggregator 500
prepares a next operation in an event stand-by state.

Alternatively, when the sensor aggregator 500 receives a
connection release event (alternatively, connection set release
event) of the smart phone 100 during the stand-by operation
(S235), the sensor aggregator 500 releases connection setting
with the smart phone 100 and deletes the IP address of the
smart phone 100 from the connection setting list (S240).
Subsequently, the sensor aggregator 500 performs the stand-
by operation (S205). The sensor aggregator 500 prepares the
next operation in the event stand-by state.

When the sensor aggregator 500 receives the sensor event
in which data on the sensor is changed during the stand-by
operation to transmit the sensor data (S245), the sensor aggre-
gator 500 collects or aggregates the sensor data (S250), and
retrieves [P addresses from the connection setting list and
transmits the sensor data collected by the smart phone, which
is related with a corresponding IP address (S255). Subse-
quently, the sensor aggregator 500 performs the stand-by
operation (S205). The sensor aggregator 500 prepares the
next operation in the event stand-by state.

When the sensor aggregator 500 receives (alternatively, is
input with) events other than the end event, the connection
request event, the connection close event, or the sensor event
from the user during the stand-by operation, the sensor aggre-
gator 500 processes an error and a log (S260) and thereafter,
performs the stand-by operation again (S205). The sensor
aggregator 500 prepares the next operation in the event stand-
by state.

According to another embodiment of the present invention,
a method for generating metadata of an image in a terminal
device includes the steps of receiving sensor effect informa-
tion from a sensor aggregator through a wireless communi-
cation network; generating the metadata by timer-synchro-
nizing an image photographed based on a camera module, a
sensor effect collected by using a gyro module or a GPS
module, or audio recorded based on an audio module, and
when an end event is received, the metadata is recorded as a
media file and the recording media file is closed, when an AV
event meaning recording of audio video (AV) data is received,
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the photographed image and the recorded audio are combined
to be recorded in the media file, when a sensor event meaning
receiving of sensor data is received, the metadata further
includes the sensor effect information received through the
network module, and when a local sensor event meaning
collecting of a sensor effect is received by the terminal device,
the metadata may further include the sensor effect collected
by the gyro module or the GPS module.

FIG. 3 is a flowchart illustrating one example of an opera-
tion of a smart phone. As one example of an operation of the
MPEG-V application 150 included in the smart phone, the
MPEG-V application 150 finds an IP address of the sensor
aggregator 500 that exits in an initial network and may record
video and audio.

Referring to FIG. 3, the MPEG-V application 150 initial-
izes the camera module 110, the gyro module 120, the GPS
module 130, or the audio module 140 (S300). Further, the
MPEG-V application 150 may initialize even the network
module 160.

Subsequently, the MPEG-V application 150 performs con-
nection setting with the sensor aggregator 500 based on the IP
address of the sensor aggregator 500 (S305).

Subsequently, the MPEG-V application 150 transmits a
timer synchronization message to the sensor aggregator 500
through the network module 160 (S310).

In a basic operation state, the sensor aggregator 150 per-
forms the stand-by operation in order to receive various
events (S315). When the MPEG-V application 150 receives
(alternatively, is input with) the end event, the audio video
(AV) event, the sensor event, or the local sensor event from the
user while performing the stand-by operation, the MPEG-V
application 150 operates as S320 to S365.

The MPEG-V application 150 determines whether to
receive the end event during the stand-by operation (S320),
records metadata (e.g., metadata recorded in a metadata list)
collected from the sensor devices in a file when receiving the
end event (S325), and closes an AV media file in which the
metadata is being recorded (S330).

Herein, the AV media file may be a moving picture, an
audio file, or a moving picture/audio file. If the AV media file
follows a standard of MPEG4, when the AV media file is
closed, metadata of MPEG-V may beused as atrack of the AV
media file. Subsequently, the MPEG-V application 150 per-
forms the stand-by operation (S315). The MPEG-V applica-
tion 150 prepares the next operation in the event stand-by
state.

When the MPEG-V application 150 receives not the end
event but the AV event for recording AV data (S335), the
MPEG-V application 150 captures video by using the camera
module 110 or collects audio by using the audio module 140
(S340), and combines the captured video and the collected
audio to record the combined video and audio in the file as an
AV media format (S345). As one example, the AV media file
may be recorded as a name of a date-time-sequence number
format, and if there is no AV media file which was prepared
previously, the AV media file may be newly generated and
thereafter, recorded and if the AV media file is opened, a
content may be recorded to be added. Subsequently, the
MPEG-V application 150 performs the stand-by operation
(S315). The MPEG-V application 150 prepares the next
operation in the event stand-by state.

When the MPEG-V application 150 receives not the AV
event but the sensor event in which the sensor data is received
from the sensor aggregator 500 (S350), the MPEG-V appli-
cation 150 records the sensor effect data (alternatively,
referred to as the sensor effect) received through the network
module 160 according to the synchronized time in the meta-
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8
data list (S355). Subsequently, the MPEG-V application 150
performs the stand-by operation (S315). The MPEG-V appli-
cation 150 prepares the next operation in the event stand-by
state.

When the MPEG-V application 150 receives the local sen-
sor event in which the sensor effect is collected from a module
possessed by the smart phone 100 itself (S360), the MPEG-V
application 150 records, in the metadata list, the sensor effect
(alternatively, sensor effect data) collected from the module
of'the smart phone similarly as processing of the sensor effect
received through the network module (S365). The local sen-
sor event represents an event in which the GPS module 130 or
the gyro module 120 possessed by the smart phone 100 col-
lects the sensor effect. Subsequently, the MPEG-V applica-
tion 150 performs the stand-by operation (S315). The
MPEG-V application 150 prepares the next operation in the
event stand-by state.

When the MPEG-V application 150 receives (alternatively,
is input with) events other than the end event, the AV event,
the sensor event, or the local sensor event during the stand-by
operation, the MPEG-V application 150 processes an error
and a log (S365) and thereafter, performs the stand-by opera-
tion again (S315). The MPEG-V application 150 prepares the
next operation in the event stand-by state.

According to yet another embodiment of the present inven-
tion, a method for transmitting information related to meta-
data in a sensor aggregator includes the steps of collecting a
sensor effect from a CO, sensor detecting CO, gas, a light
sensor generating an illumination effect by adjusting the
brightness of light, a humidity sensor generating a waterjet
effect by detecting humidity, a temperature sensor generating
athermal effect by measuring a temperature, or a wind sensor
generating an wind effect by measuring a wind strength;
generating sensor effect information by aggregating or ana-
lyzing the collected sensor effect; and transmitting the sensor
effect information to a terminal device through a wireless
communication network.

In this case, the method may further include the step of
closing the CO, sensor, the light sensor, the humidity sensor,
the temperature sensor, and the wind sensor, closing the net-
work module, and ending an application program when the
end event is input.

Further, the method may further include the step of per-
forming connection setting with the terminal device, register-
ing an Internet protocol (IP) address of the terminal device in
a connection setting list, and performing timer synchroniza-
tion with the terminal device, when a connection request
event of the terminal device is input.

Further, the method may further include the step of releas-
ing the connection setting with the terminal device and delet-
ing the IP address of the terminal device written in the con-
nection setting list, when a connection release event of the
terminal device is input.

In addition, the method may further include a step of col-
lecting the sensor effect information from the CO, sensor, the
light sensor, the humidity sensor, the temperature sensor, or
the wind sensor, retrieving IP addresses from the connection
setting list, and transmitting the sensor effect informationto a
terminal device corresponding to the IP address, when a sen-
sor event meaning transmitting of the sensor effect informa-
tion is input.

Since various substitutions, modifications, and changes
can be made by those skilled in the art within the scope
without departing from the spirit of the present invention, the
present invention is not limited by the aforementioned
embodiments and the accompanying drawings.
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In the aforementioned exemplary system, although the
methods have been described based on the flowcharts in the
form of a series of steps or blocks, the present invention is not
limited to the sequence of the steps, and some of the steps may
be performed in a different order from that of other steps or
may be performed simultaneous to other steps. Furthermore,
those skilled in the art will understand that the steps shown in
the flowchart are not exclusive and the steps may include
additional steps or that one or more steps in the flowchart may
be deleted without affecting the scope of the present inven-
tion.

While the invention has been shown and described with
respectto the preferred embodiments, it will be understood by
those skilled in the art that various changes and modifications
may be made without departing from the spirit and scope of
the invention as defined in the following claims.

What is claimed is:

1. A terminal device generating metadata of an image,
comprising:

at least one of a camera module photographing or capturing

the image,

a gyro module sensing horizontality,

a global positioning sensor (GPS) module calculating a

position by receiving a satellite signal, and

an audio module recording audio;

anetwork module receiving sensor effect information from

a sensor aggregator through a wireless communication
network; and

an application generating the metadata by performing

timer-synchronization on the image photographed by
the camera module, a sensor effect collected by using the
gyro module or the GPS module, or the audio collected
by using the audio module,

wherein the application performs the timer synchroniza-

tion by transmitting a timer synchronization message to
the sensor aggregator through the network module.

2. The terminal device of claim 1, wherein the application
records the metadata in a file and closes the media file in
which the metadata is being recorded when receiving an end
event.

3. The terminal device of claim 2, wherein if the media file
is a file recorded based on Moving Picture Experts Group4
(MPEG#4), when the media file is closed, the metadata is used
as a track of the media file.

4. The terminal device of claim 1, wherein when the appli-
cation receives an AV event meaning recording of audio video
(AV) data, the photographed image and the collected audio
are combined to be recorded in an AV media file.

5. The terminal device of claim 4, wherein the AV media
file is recorded as a name of a date-time-sequence number
format, if there is no previous AV media file which was
prepared previously, the AV media file is newly generated, or
if a previous AV media file is opened in advance, a content is
added to the previous AV media.

6. The terminal device of claim 1, wherein the application
allows the metadata to further include the sensor effect infor-
mation received through the network module when receiving
a sensor event meaning receiving of sensor data.

7. The terminal device of claim 1, wherein the application
allows the metadata to further include the sensor effect col-
lected by the gyro module or the GPS module when receiving
a local sensor event meaning collecting of the sensor effect in
the terminal device.

8. The terminal device of claim 1, wherein the application
performs connection setting with the sensor aggregator based
on an Internet protocol (IP) address of the sensor aggregator.
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9. A method for generating metadata of an image in a
terminal device, comprising the steps of:
receiving sensor effect information from a sensor aggrega-
tor through a wireless communication network; and

generating the metadata by timer-synchronizing an image
photographed based on a camera module, a sensor effect
collected by using a gyro module or a GPS module, or
audio recorded based on an audio module,

wherein when an end event is received, the metadata is

recorded as a media file and the recording media file is
closed,

when an AV event meaning recording of audio video (AV)

data is received, the photographed image and the
recorded audio are combined to be recorded in the media
file,
when a sensor event meaning receiving of sensor data is
received, the metadata further includes the sensor effect
information received through the network module, and

when a local sensor event meaning collecting of a sensor
effect is received by the terminal device, the metadata
further includes the sensor effect collected by the gyro
module or the GPS module.

10. A sensor aggregator transmitting information for gen-
erating metadata of an image, comprising:

at least one of a CO, sensor, a light sensor generating an

illumination effect through the brightness of light, a
humidity sensor generating a waterjet effect by detect-
ing humidity, a temperature sensor generating a thermal
effect by measuring a temperature, and a wind sensor
generating a wind effect by measuring a wind strength;
a sensor aggregating unit aggregating or analyzing sensor
effect information collected through at least one of the
CO, sensor, the light sensor, the humidity sensor, the
temperature sensor, and the wind sensor; and

a network module transmitting the sensor effect informa-

tion to a terminal device through a wireless communi-
cation network,

wherein the sensor aggregating unit closes the CO, sensor,

the light sensor, the humidity sensor, the temperature
sensor, and the wind sensor, closes the network module,
and ends an application program when receiving an end
event.

11. The sensor aggregator of claim 10, wherein the sensor
aggregating unit performs connection setting with the termi-
nal device, registers an Internet protocol (IP) address of the
terminal device in a connection setting list, and performs
timer synchronization with the terminal device, when receiv-
ing a connection request event of the terminal device.

12. The sensor aggregator of claimer 11, wherein the sen-
sor aggregating unit releases the connection setting with the
terminal device and deletes the IP address of the terminal
device written in the connection setting list, when receiving a
connection release event of the terminal device.

13. The sensor aggregator of claimer 11, wherein the sen-
sor aggregating unit collects the sensor effect information
from the CO, sensor, the light sensor, the humidity sensor, the
temperature sensor, or the wind sensor, retrieves an IP address
from the connection setting list, and transmits the sensor
effect information to the terminal device corresponding to the
retrieved IP address, when receiving a sensor event meaning
transmitting of the sensor effect information.

14. A method for transmitting information related to meta-
data in a sensor aggregator, the method comprising:

collecting a sensor effect from a CO, sensor detecting CO,

gas, a light sensor generating an illumination effect by
adjusting the brightness of light, a humidity sensor gen-
erating a waterjet effect by detecting humidity, a tem-
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perature sensor generating a thermal effect by measur-
ing a temperature, or a wind sensor generating an wind
effect by measuring a wind strength;

generating sensor effect information by aggregating or

analyzing the collected sensor effect; and
transmitting the sensor effect information to a terminal
device through a wireless communication network,

wherein the method further comprises, when an end event
is input, closing the CO, sensor, the light sensor, the
humidity sensor, the temperature sensor, and the wind
sensor, closing the network module, and ending an
application program.

15. The method of claim 14, further comprising, when a
connection request event of the terminal device is input, per-
forming connection setting with the terminal device, register-
ing an Internet protocol (IP) address of the terminal device in
a connection setting list, and performing timer synchroniza-
tion with the terminal device.

16. The method of claim 15, further comprising, when a
connection release event of the terminal device is input,
releasing the connection setting with the terminal device and
deleting the IP address of the terminal device written in the
connection setting list.

17. The method of claim 15, further comprising, when a
sensor event meaning transmitting of the sensor effect infor-
mation is input, collecting the sensor effect information from
the CO, sensor, the light sensor, the humidity sensor, the
temperature sensor, or the wind sensor, retrieving an IP
address from the connection setting list, and transmitting the
sensor effect information to a terminal device corresponding
to the retrieved IP address.
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